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Abstract

Successful development processes involve “sectorial structural change”,
shifts of factors between different productive sectors, but also, “insti-
tutional structural change”, shifts of factors from unproductive activ-
ities (predation) to productive ones. This paper analyzes the feedback
process between the sectorial and the institutional structural changes
in a model in which the labor share in agriculture is lower than in other
sectors. Along the transition sectorial structural change emerges: em-
ployment in agriculture declines. Consequently, total labor share in-
creases, raising the reward for working (while discouraging predation)
and so, fostering institutional structural change. This, in turn, en-
courages capital accumulation, promoting sectorial structural change.
This feedback mechanism widens differences in productivity and in-
stitutions among countries. Whereas zero-cost policies aimed to build
institutions have positive effects, costly policies have uncertain effects
due to complex feedback mechanisms.
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1 Introduction

Successful development processes are characterized by a structural change,
commonly understood as a reallocation of factors from the primary sector
in favor of other productive sectors, like manufacturing and services. We
claim in this paper that a successful development process does not only in-
volve a reallocation of factors across different productive sectors, but also and
more importantly, a reallocation of factors from wasteful and unproductive
activities to productive ones. Furthermore, we push up the idea that the
“sectorial structural change”, defined as a reallocation of factors across dif-
ferent productive sectors, affects incentives that agents have to devote time
to unproductive activities. This implies the emergence of a feedback process
between sectorial structural change and “intuitional structural change”, de-
fined as a reallocation of factors from unproductive to productive activities.
This feedback process may shed some light on the difficulties of many devel-
oping countries to achieve a successful development process (see Quah, 1996,
1997 and Parente and Prescott, 1993).

Sectorial structural change has long been documented after the pioneering
works by Kuznets (1966) and Chenery et al. (1986). A recent report of the
World Bank (2014) documents that total employment in agriculture is about
48.5% in low and middle-income countries and only 5.4% in high-income
ones. These numbers imply that the percentage of workers in agriculture in
developing countries is almost 10 times the percentage in developed ones.
Institutional structural change has recently received also a lot of attention,
since it has been observed that the weight of wasteful and unproductive
activities is larger in low income countries than in developed ones. This
is considered by many economists the key factor to understand the failure
of many developing countries to achieve a successful development process
(see Rodrik et al., 2004, Besley and Persson, 2011, Acemoglu and Robinson,
2012).

We observe that resources in economies are devoted to both produc-
tive activities (resources are used in the production of goods and services)
and unproductive activities (resources are used to generate returns but not
goods). Since unproductive activities are characterized for being profitable,
but wasteful, we will call them predation from now on. More precisely, we
consider that predation is any activity in which an agent, acting as a preda-
tor, uses factors to capture the production generated from others, the preys.
Examples of predation are: property crime, fraud, corruption, begging, lob-



bying, rent-seeking, etc. However, note that predation does not necessarily
have to be illegal'. Predation can be derived from illegal activities (like
property crime, burglary, corruption, etc.) but also from legal activities. For
instance, lobbying, which is legal in many countries, implies the use of re-
sources to press the government in order to get rewards, without producing
any good or service. Rent-seeking is also another example of legal preda-
tion. Rent-seeking activities generate rents to the predators but not to the
society (Acemoglu, 1995). In this group of rents, for instance, are included
monopolies rents, since many economists identify monopolies as rent-seekers
(Acemoglu and Robinson, 2019). Other authors even suggest that part of
lawyers’ activities might be considered predation (Murphy et al., 1991).

In this paper we push forward the idea that sectorial structural change
and institutional structural change are deeply interconnected. The link be-
tween these two phenomena is related with the factorial income distribu-
tion: sectorial composition affects the labor share of the economy which
is a key factor to determine the rewards for devoting time to predation or
to production. Thus, sectorial composition drives the incentives scheme in
the decision of time allocation. On the other hand, institutional structural
change towards productive activities implies a reallocation of labor to these
activities and promotes capital accumulation, generating sectorial structural
change. Consequently, sectorial structural change greatly determines insti-
tutional structural change and vice versa.

A key feature of the model affecting the link between sectorial and struc-
tural changes is the fact that agriculture has a lower labor share (on income)
than other sectors in the economy. At this respect, many recent studies have
found agriculture to have lower labor share than both industry and services,
while the capital share is similar for all sectors. Echevarria (1998) finds that
in Canada the labor share represents 41% of value added in agriculture, 59%
of value added in industry and 51% of value added in services. More recently,
Valentinyi and Herrendorf (2008) find that while the agriculture shows the
highest land share in US, around 11% of the value added in agriculture and
less than 0.5% in the remaining sectors; the capital share is similar among
sectors, it is 31% of value added in agriculture, 33% in manufactured con-
sumption and 35% in services. Thus, the figures of land share and capital
share together imply that the labor share in agriculture is lower than in

1Similarly, note that not all illegal activities are predation. Many illegal activities, such
as homicides, prostitution or drug dealing cannot be defined as predation.
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Figure 1: Source: Labor share is obtained from PWT 9.1 and the agriculture
share over GDP is obtained from the World Bank Metadata Indicators.

other sectors due to the land intensity of agriculture compared with other
sectors. This implies that developing countries having larger agriculture sec-
tors should also have lower aggregate labor shares. In this respect, Figure 1
shows the relationship between labor share and agriculture share over GDP
for a wide sample of developing and developed countries for the 2000s. We
observe a clear negative relationship, with developed countries showing large
labor shares and small agriculture sectors.

This paper proposes a mechanism that connects the three empirical facts
mentioned above: (i) the higher amount of resources devoted to predation in
developing countries, (7i) the higher portion of labor devoted to agriculture in
developing countries and, (74i) the lower labor share in agriculture when com-
pared to other sectors. We present a three-sector neoclassical growth model,
namely agriculture, manufacturing and predation. The model has some key
features related to the above empirical facts. As agricultural goods satisfy
primary necessities, a “food problem” arises: a subsistence level of agricul-
tural goods is required before the consumption of manufactured goods takes
place. Thus, low income countries devote a higher portion of their resources



to agriculture than high income countries (empirical fact 7). To be con-
sistent with the empirical evidence provided by Valentinyi and Herrendorf
(2008), it is assumed that the capital share is similar in agriculture and man-
ufacturing, but agriculture is more land intensive than manufacturing, which
implies that the agricultural sector shows a lower labor share than the man-
ufacturing one (empirical fact 7). These two features together (the higher
weight of agriculture in the production of low income countries and the lower
labor share in agriculture), imply that the aggregate labor share is lower in
poor countries than in rich countries (see Figure 1). Low labor shares in
poor countries imply low reward for working relative to predation, discour-
aging work in productive activities and encouraging predation (empirical fact
i). Thus, our model is consistent with the empirical evidence: low income
countries are characterized by high weights of agriculture in production, low
labor shares and high levels of predation. Insofar a country accumulates
capital and subsistence needs lose weight in households’ budgets, a sectorial
structural change occurs in which more resources are devoted to producing
manufactured goods. This sectorial structural change implies an increase
in the weight of the manufacturing sector, which gives rise to an increasing
aggregate labor share during the transition to the steady state. This gener-
ates an institutional structural change: the increase in labor share raises the
relative reward for working in productive activities, which encourages the
reallocation of labor from predation to production. Summarizing, when per
capita capital is lower than the steady state level a sectorial and an institu-
tional structural changes occur throughout the transition, in which predation
falls and the weight of agriculture declines in favor of manufacturing.

This paper also contributes to understanding the differences in total fac-
tor productivity (TFP from now on) among countries and to explain why
the differences in per capita income among countries have remained stable.
It is widely accepted that differences in TFP are one of the main sources
of differences in per capita income?. This paper proposes a mechanism that
involves the reallocation of resources from predation to productive activities
that amplifies differences in TFP: when productivity (in manufacturing or
agriculture) rises, sectorial structural change arises: there is a shift in labor
from agriculture to manufacturing, increasing the labor share and, the re-
ward for working. This reduces predation, generating institutional structural

2See Easterly and Levine (2001), Hall and Jones (1999), and Parente and Prescott
(2000).



change. Furthermore, institutional structural change increases the return to
savings and encourages capital accumulation, which generates further sec-
torial structural change, fostering further capital accumulation. Thus, the
feedback mechanism between sectorial and institutional structural changes
and capital accumulation amplifies the effect of the improvement in technol-
ogy. Thus, the results of our model are in line with the empirical research that
emphasizes the differences in “social infrastructure”, using the terminology
by Hall and Jones (1999), in explaining differences in per capita income.

Thus, what Hall and Jones (1999) called “social infrastructure” is en-
dogenous in our model and evolves along transition. In this respect, recent
empirical studies such as Glaeser et al. (2004) and Djankov et al. (2003)
support our hypothesis that predation is affected by both institutional char-
acteristics and factor accumulation. Our paper does not only analyze the
effect of institutions on capital accumulation, as most of the literature does
(see Acemoglu et al., 2005, for a complete survey), instead, it also studies
the effect of capital accumulation on the institutional structural change.

We study the role of governance in building institutions by analyzing
the effect of policies that aim to improve institutions. We analyze two type
of policies to build institutions: (i) “costless” policies that do not drain re-
sources from the economy but reduce the productivity of predation, like legal
reforms that hinder predation without spending resources on it. (i) policies
that require resources from the economy in order to deter predation. Costless
policies have a clear effect: when a zero-cost policy that hinders predation is
implemented, incentives to predate decline. This generates an institutional
structural change, labor moves from predation to production. The institu-
tional structural change generates a sectorial institutional structural change
that reinforces the institutional structural change by increasing the labor
share and, consequently, the reward for working in production. The feed-
back between institutional and sectorial structural changes stimulate capital
accumulation, and the economy converges to a new steady state with a higher
per capita capital level.

Costly policies devoted to build institutions, however, have not results as
clear as one would expect at the first glance. Consider that the government
collects taxes and part of these taxes are devoted to hire workers that reduce
the productivity of predation. A policy that intend to build institutions
by raising the tax rate involves numerous offsetting mechanisms that make
the policy result uncertain: (i) an increase in the tax rate increases the
number of workers hired by the government to avoid predation; consequently,

6



predation drops and labor supply increases. (7i) Since the government collects
taxes from productive income and not from predation rents, income taxes are
distortionary, and may promote predation. (iii) A higher tax rate enlarges
the number of tax officers, reducing the supply of labor in production. (iv) A
higher tax rate enlarges the “government sector”, which is the most intensive
sector in labor (it only uses labor). This increases the labor share in the
economy, discouraging predation. (v) An increase in the tax rate has a
negative direct effect on the after-tax return on savings, that may be, or
not, compensated by the reduction on the fraction of income that goes to
predation (effect (i)). Only when the tax rate is low enough the effect of tax
rate has a conclusive result: the increase in the tax rate generates a positive
effect on per capita capital. Otherwise such effect is uncertain.

There is a large amount of literature focused on studying the allocation
of resources to productive and unproductive activities (see among others,
Murphy et al., 1991, 1993, Acemoglu, 1995, Acemoglu and Verdier, 1998,
Schrag and Scotchmer, 1993, Grossman and Kim, 1996, 2002, Tornell and
Lane, 1999 and Chassang and Padré-i-Miquel 2009, 2010). The papers most
related to ours are the ones that establish a connection between predation
and the factorial composition of income, such as Dal Bé and Dal Bé6 (2011),
Zuleta (2004) and Andonova and Zuleta (2009) and Bethencourt and Perera-
Tallo (2015). However, no one of these contributions analyze the feedback
process between sectorial and institutional structural changes, which is the
focus of our paper. The reason is that either the model is static (Dal Bé and
Dal B6, 2011), or the labor share is considered constant (Zuleta, 2004, and
Andonova and Zuleta, 2009) or there is just one sector and sectorial structural
change is not possible (none of other papers have considered multi-sectorial
models or sectorial structural change).

There exists also a considerable number of papers on sectorial structural
change (see for example Restuccia, Yang and Zhu, 2008, Gollin, Parente and
Rogerson, 2002, 2004, 2007, and Cérdoba and Ripoll, 2009), however, no one
of them deal with predation or institutional structural change.

This paper is organized as follows. Section 2 summarizes the empiri-
cal evidence on predation and development. Section 3 develops a model of
three sectors: agriculture, manufacturing and predation. Section 4 analyzes
agents’ decisions and section 5 defines the equilibrium. Section 6 explains
the relationship between sectorial and institutional structural changes. Sec-
tion 7 presents the dynamic behavior of the economy. Section 8 analyzes
how predation amplifies differences in productivity across countries. Section
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9 analyzes the role of good governance in building institutions. Section 10
presents some extensions of the model. Section 11 concludes and the ap-
pendix presents proofs and technical details.

2 Empirical evidence on predation and devel-
opment

Although many predatory activities are legal, the ones that are best measured
are the illegal ones. This is the case, for instance, of economic crimes. In
this respect, Bourguignon (1999) finds that the share of property crime in
GDP is 1.5% for Latin America, while it is 0.5% for the United States. In a
recent contribution Soares and Naritomi (2010) show that, for a wide sample
of countries, regions with higher GDP per capita, such as North America
and Western Europe, also display lower burglary and theft rates. Similarly,
recent empirical evidence suggests that developing countries also show high
levels of white-collar crimes. Those countries, typically characterized by large
informal sectors, show high levels of both labor income tax evasion (Besley
and Persson, 2014, and Alm, 2014) and capital income tax evasion (Cobham
and Jansky, 2018, and Crivelli et al., 2016). Moreover, since tax evasion
is usually taking place in the shadow economy, it is often accompanied by
other types of white-collar crimes. This accounts for the fact that developing
countries also show higher levels of evasion of social security contributions
and transfer fraud (Petersen et al. (2010)), as well as, money laundering
(Hendriyetty and Grewal, 2017). Considering that corruption is defined as
the abuse of public office for private gain then, a broad range of actions
like bribery or embezzlement can be identified as pure acts of predation. In
this respect, Treisman (2000), Paldam (2001, 2002), Brunetti and Weder
(2003) and Rehman and Naveed (2007), among others, show that corruption
is higher in developing countries. Moreover, countries which show high levels
of corruption usually display high levels of other forms of predation. For
instance, Morck et al. (2000) find that more corrupt countries also display
more price manipulation.

Finally, regarding the empirical measures of predation derived from legal
activities, the existence of measurement problems explains why there is not
much research on it. One of the most studied cases is rent-seeking. The
concept of rent-seeking involves activities that waste resources pursuing ‘un-



earned’ incomes. One of the first attempts to measure rent-seeking is Katz
and Rosenberg (1989). They deal with the existence of pressure groups deter-
mining the composition of the public spending. They measure rent-seeking
caused by government budgetary allocations as total change in the budget’s
proportional allocation for different purposes. For a sample of 20 developed
and developing countries they find that poorer countries show high levels of
rent-seeking. Monopolies are also included into the rent-seeking set of ac-
tivities, since they generally imply the imposition of disadvantages on their
competitors (Murphy et al., 1993). In this regard, Schwab and Werker (2018),
using a rich dataset on manufacturing sectors for 100 countries and applying
the methods from the competition-and-growth literature of Aghion and coau-
thors, find that developing countries shows higher levels of rent-seeking with
higher markups. Moreover, there is abundant empirical evidence about the
negative impact of rent-seeking on growth and development. For instance,
Acemoglu (1995) finds that rent-seeking produces a drain of talent from the
productive sector, whereas Baland and Francois (2000) find that rent-seeking
destroys entrepreneurship.

3 The model

Time is continuous with an infinite horizon. There are two different goods in
the economy: agricultural and manufactured goods, denoted by sub-indexes a
and m respectively. Agricultural goods are used only for consumption, while
manufactured goods are used for consumption and investment in physical
capital:

Ya(t) = Ca(t) (1)
V(t) = Cunl(t)+ K(t) +6K(t) (2)

where Y, (t) denotes the aggregate production in agriculture, C,(t) denotes
the aggregate consumption in agriculture, Y,,(¢) denotes the aggregate pro-
duction in manufacturing, C,,(t) denotes the aggregate consumption in man-
ufacturing, K (¢) denotes aggregate capital, 0 € (0,1) denotes the deprecia-

tion rate and K (t) 4+ 0K (t) denotes the gross investment.



3.1 Technology

Production technologies of agricultural and manufactured goods are given by
the following production functions:

Ya(t) = To(Ka(t)* (Za()” (La(t)) ™77 (3)
Yu(t) = T (Bu(t))* (Lun(t) (4)

where a € (0,1), 8 € (0,1/2)3 and o + 8 < 1; K,(t) and K,,(t) denote,
respectively, the physical capital used in agriculture and manufacturing, L, (t)
and L,,(t) denote, respectively, the amount of labor used in agriculture and
manufacturing; and Z,(¢) denotes the amount of land used in agriculture.
In order to capture the fact that agriculture is more land intensive than
manufacturing, we have used the extreme but simple assumption that only
agriculture uses land. These technologies capture the empirical facts found
by Valentinyi and Herrendorf (2008): the agriculture sector has a similar
capital share as other sectors but it is more land-intensive. These two facts
together imply that agriculture has a lower labor share than other sectors.

The per capita productions of the agricultural and manufacturing sectors
are given by:

= T ko201 —op (5)
m = ka%l; “ (6)

where lower case letters indicate per capita terms.

3.2 Preferences

The economy is populated with many identical dynasties of homogeneous
agents. To simplify, we assume that population is constant. Preferences of a
dynasty are given by the following function:

/ T fele) ~ o) e, eft) = { gaj—t)cm(t) " 28 o

where ¢,(t) and ¢,,(t) denote, respectively, the per capita consumption of
agricultural and manufactured goods in period ¢, and p > 0 is the discount

3The assumption that 3 < 1/2 is used in the proof of the existence and unicity of the
steady state.
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rate of the utility function. Thus, these preferences imply a “food prob-
lem”: households do not consume manufactured goods until reaching a cer-
tain “subsistence” level of consumption of agricultural goods, denoted by €.
We will concentrate in the case in which the consumption of manufactured
good is positive, which occurs when the capital is above a certain threshold
level of capital, k™" defined in the appendix (see 45).

3.3 The predation technology

Each period, agents are endowed with fixed z units of land and one unit of
time which can be devoted to two types of economic activities: to produce
goods (agricultural or manufactured goods), [, and/or to commit predation,
l,, that is,

L=1(t) +1,(t) (7)

We define predation as any activity which implies the use of resources to
obtain incomes without generating production. As we explained in the in-
troduction, predation includes property crimes, fraud, corruption, lobbying,
rent-seeking, etc. The amount of income obtained through predation is
denoted by y(t)g(l,), where y(t) is the per capita (gross) production and
g : Ry — [0,1] is the fraction of per capita (gross) production that each
agent predates, which depends positively on the amount of time devoted to
such activity, [,. We assume that the function g(.) is strictly increasing,
strictly concave, continuous and differentiable of second order and ¢(0) = 0,
g(1) <1 and ¢'(0) > 1.

4 Agents’ decisions

We will concentrate on the case where the consumption is above subsistence
level (the “food problem” is solved), and, therefore, there is consumption of
manufactured good.
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4.1 Households:

Household maximization problem is as follows:

{c<t>7l<t>%%:fb<t)}?o/o In(c(t) —e)edt (8)
s.t:

c(t) = cm(t)+7¢ o
U = OIS+ (OO +0-029 OO+ gLOIT) -en(0)-pale

Net income from production Predation income
p t)=1
y(t) = w(t)l(t) + (0 +r(t))b(t) + w.(t)z

N
—~
~
SN—
+
o~

where b(t) denotes the amount of assets of the household, w(t) the wage
per unit of labor, r(¢) the net return on assets, w,(t) the land renting price,
y(t) the household’s gross income and p,(t) the price of agricultural goods in
terms of manufactured goods. We normalize the price of manufactured goods
to one. Since 7(t) is the net return on assets, § + r(¢) is the gross interest
rate, which is the one that appears in the definition of gross income. The sign
“77 over a variable means that such variable is a per capita variable of the
economy and therefore, the household cannot decide on it. Thus, /, denotes
the per capita labor devoted to predation and y denotes the per capita gross
income. (Net) income coming from the production sector is equal to labor
income from the production sector w(t)l(t), plus financial income r(t)b(¢),
plus land rents w,(t)z, minus the amount of this income that is predated by
other agents in the economy g@(t))y(t). The other source of income comes
from the predation sector which is equal to g(,(t))y(t). It is straightforward
from the definition of preferences that when an agent enjoys a consumption
level above the subsistence consumption level, the agent is going to consume
the subsistence level of agricultural goods ¢. Thus, the total expenditure on
consumption is equal to the expenditure on agricultural goods, p,(t)¢, plus
the expenditure on consumption of manufactured goods ¢,,(t). The increase

in the household’s assets, 6(15), is equal to its savings, which is equal to its
income (the one from production plus the one from predation) minus the
expenditure on consumption goods, ¢, (t) + p.(t)e.
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The first order conditions for the interior solution are as follows:

w(t) 1= g(,(8)] = o, L)) (10)
= (r(t)+ ) (1 - gGp(1))) =6 p (1)

Equation (10) specifies that the net wage in the production sector after pre-
dation should be equal to the marginal payment of predatory activities. That
is, the marginal payment of the time devoted to each activity should be alike.
Equation (11) is the typical Euler equation: the speed at which consumption

grows depends positively on the return on savings, ((t)+0) (1 - g@(t))) =

and negatively on the discount rate of the household, p.
The following transversality condition should also be satisfied:

e "'b(t) =0

y
£ 50 Co (1)

4.2 Firms:

Firms maximize profits. The optimization problem of firms in agriculture in
per capita terms is defined by:

max  PolYe — Wy —w,z, — (0 + 1)k,
ya7la72a7ka ( ) (12)
sit.r Tak@2Bllma=8 >y,

while the optimization problem of firms in manufacturing is given by:

max Yy — Wy — (6 + 1)k,
ym,lmykm (13)
s.t.: Lo k&I > g
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The first order conditions of the above problems are:

kzg‘zaﬁlaka*ﬁ

(1—a—ﬁ)paFaT = w (14)
apaFaw = (0+7) (15)
ﬁpaFaM = w, (16)
(1—a)rmw _— (17)

aFm% — G +7) (18)

These standard conditions mean that firms hire a factor until reaching the
point at which the marginal productivity of the factor is equal to its price.

5 Equilibrium definition

The definition of equilibrium is standard: equilibrium occurs when agents
maximize their objective functions and markets clear. Steady state equilib-
rium is an equilibrium in which both the allocation and prices always remain
constant over time.

Definition 1 An equilibrium is an allocation {cy,(t), cqa(t), L(t), 1,(t), b(t), ya(t),

za(t),la(t),k:a(t),ym(t),lm(t),km(t),fl;(t),g(t)} . and a wvector of prices
t—

{pa(t), w(t),r(t), w,(t)};2, such that Vt the following conditions hold:

e Households maximize their utility, that is, {cn(t),1(t),1,(t),b(t)} .2, is
the solution of the household’s maximization problem (8) and ¢,(t) = ¢.

e Firms maximize profits, that is, Vt y,(t), la(t), 24(t), ka(t) and y,,(t),
lm(t), km(t) are the solution of the firms’ optimization problem (12)
and (13).

e Capital market clears: Vt k,(t) + kn(t) = k(t) = b(t).

e Labor market clears: Vt I,(t) + [,,(t) = (t).

14



e Land market clears: Vi z,(t) = z.
e Good Market clears: € = y4(t), cm(t) + b(t) + 6b(t) = ym(t).
e Finally, since households are identical, per capita variables coincide

with household variables: Vt [,(t) = [,(¢) and y(t) = w(t)l(t) + (0 +
r(t))b(t) + w,(t)z.

Definition 2 Steady state equilibrium is an equilibrium in which both the
allocation and prices always remain constant over time.

6 Sectorial and institutional structural changes
and per capita capital

6.1 Sectorial composition, labor share and incentives
to predate

We define the labor share, A, in the productive sector as the fraction of labor
income over the aggregate production in the economy:
wl — wly +wly,

N
Yy DPalYa + Ym

Lemma 3 Labor share is a decreasing function of the portion of productive
labor devoted to agriculture, 1, = 1,/1.

The labor share in the economy decreases with the portion of productive
labor that is devoted to agriculture. The reason is that agriculture has a
lower labor share than manufacturing.

Lemma 4 The portion of labor devoted to predation, l,, is a strictly decreas-
ing function of labor share.

A higher labor share increases the relative reward for working with re-
spect to predation, which encourages working in productive activities and
discourages predation. We will denote by [,(A) and I(\) = 1 — [,(\), the
labor devoted to predation and to production respectively, as functions of
the labor share \.

15



6.2 Labor allocation across sectors, activities and per
capita capital

Proposition 5 The portion of labor devoted to agriculture at equilibrium,
Y,, and the portion of labor devoted to predation at equilibrium, [, are strictly
decreasing functions of k, 'y and z, and a strictly increasing functions of c.
The labor share and the portion of labor devoted to production at equilibrium,
l, are strictly increasing functions of k, Iy and z, and strictly decreasing
functions of ¢.

Households’ preferences imply that households do not consume manufac-
tured goods until reaching a certain “subsistence” level of consumption of
agricultural goods, €. When resources of the economy (per capita capital
or land) expand or agricultural technology improves, the amount of labor
required to produce the subsistence level of consumption goes down. Con-
sequently, labor shifts from agriculture to manufacturing. This “sectorial
structural change” increases the labor share, discouraging predation and fos-
tering work in productive activities. That is, generating a “institutional
structural change”. Exactly the opposite effects occur if the subsistence level
of consumption rises.

From now on, we will denote by A(k) the (increasing) function that relates
the labor share with the amount of per capita capital. We will simplify
notation as follows: 1,,(k) = ,(A(k)) and I(k) = I[(A(k)), when this does not

induce confusion.

7 Dynamic behavior: sectorial and institutional
structural changes along the transition
The dynamic system that defines the dynamic behavior of the economy when

the consumption of manufactured goods is positive (when ¢,, > 0) is as
follows:

(1) = i (K1) = n(t) = 0K (1) (19)
EZEQ = ((kO)+O)M =gl kKON -d=p  (0)

where y,, (k(t)) is the function that relates per capita production of the
manufacturing sector to per capita capital at equilibrium. This function takes
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into account the fact that, at equilibrium, some resources of the economy are
devoted to the production of agriculture and others to predation. r (k(t)) is
the function that relates the interest rate at equilibrium to per capita capital.
These two functions are defined in the appendix (in the subsection Dynamic
System).

Proposition 6 There ezists (0, p) such that if <Ffzﬁ) (ﬁ)m < Q(6,p)

then there exists an unique steady state equilibrium in which consumption of
manufactures is positive, ¢, > 0 (where (0, p) is defined at the appendiz).

In order that there is a steady state in which per capita capital is large
enough to make possible the consumption of manufactures, some conditions
are required: first, the amount of resources devoted to produce the subsistence
level of agriculture goods should not be too high; otherwise the consumption
of manufactures is not possible, due to the existence of a “food problem”.
This means that the subsistence level of consumption of agricultural goods ¢
should not be too high, and the productivity of agriculture I', and the amount
of land z should be large enough. Second, the capital accumulated at the
steady state should be large enough in order that households are wealthy
enough to be able to consume manufactures. Consequently, the productivity
of the manufacturing sector I',,, should be large enough, and the depreciation
rate 6 and the discount rate of the utility p should be low enough. This would
imply that households save sufficiently to reach a high enough level of per
capita capital at the steady state to allow the consumption of manufactures.

We will focus on the case that there is a steady state with positive con-

sumption of manufactures. Thus, we assume from now on that (Ffzﬁ) (ﬁ) <
Q(4, p).

The phase diagram in Figure 2 shows that the dynamic behavior of the
economy is characterized by a typical saddle point dynamic?. This means
that, given the initial level of per capita capital, there is a unique equilib-
rium path, which converges to the steady state. When the initial amount
of per capita capital is lower than the steady state level, proposition 5 im-
plies that both sectorial and institutional structural changes occur in the
economy. The lower part of figure 2 displays these twofold structural sec-
torial change. The consumption of manufactured goods grows generating a

4See appendix for technical details.
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sectorial structural change in which labor shifts from agriculture to manu-
facturing. As labor shifts to manufacturing, the labor share increases. Since
the reward for working increases with the labor share, this promotes an in-
stitutional structural change in which labor devoted to predation shifts to
production. This increases production and promotes further the sectorial
structural change. Thus, the feedback process between institutional and sec-
torial structural changes occurs along the transition to the steady state.

The sectorial and institutional structural changes that the model pre-
dicts are consistent with the empirical literature, which finds that: first, the
percentage of workers in agriculture in developing countries is much higher
than the one in developed ones, and, second, the size of predation sector is
relatively large in developing countries.

8 The amplification effect of sectorial and in-
stitutional structural changes

8.1 The effect of an improvement in the technology of
manufactures

Phase diagram in Figure 3 displays the dynamic effect of an improvement in
the technology of the manufacturing sector, I';,,. When there is an improve-
ment in the technology of the manufacturing sector, the production and the
marginal productivity of capital in this sector rise. As a consequence, the
k locus goes up and the ¢ locus moves to the right. The economy goes to-
wards a new steady state with a higher level of capital, a lower portion of
labor devoted to predation and a higher portion of labor and capital de-
voted to the manufacturing sector, as it is displayed in lower part of figure
3. Throughout the transition there is also an amplification effect due to
the feedback between the sectorial and the institutional structural change:
when per capita capital goes up, a sectorial structural change emerges, that
is, labor shifts from agriculture to manufacturing. This sectorial structural
change increases the reward for working since the labor share rises, and this
generates an institutional structural change in which labor shifts from preda-
tion to production. This institutional structural change amplifies the effect of
technological change on capital accumulation: since institutional structural
change has a direct positive effect on the portion of the return on capital
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Figure 2: Sectorial and institutional structural changes along transition
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Figure 3: The effect of technological change in manufacturing
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that goes to savers, this produces additional capital accumulation and so,
additional sectorial structural change.

8.2 The effect of an improvement in the technology of
agriculture

Proposition 7 Both the labor devoted to predation at the steady state, [;°,
and the portion of labor devoted to agriculture at the steady state, %, decrease

with the technological level of agriculture T',.
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The above proposition says that and improvement in the technology of
agriculture generates both sectorial and institutional structural change. An
interesting feature of proposition 7 is that when the agriculture technology
improves, this increase in productivity does not only affect agriculture, in-
stead, it also spreads to manufacturing. The reason is that the improvement
of technology in the agriculture allows to produce the subsistence level of con-
sumption ¢ using less resources. Thus, a technological change in agriculture
releases resources from agriculture, generating a sectorial structural change
in which resources shifts from agriculture to manufacturing. This sectorial
structural change increases the labor share and the reward for working, reduc-
ing predation and generating an institutional structural change in which la-
bor shifts from predation to production. This institutional structural change
generates an additional increase in the production of manufacturing, besides
the direct reallocation of resources from agriculture to manufacturing. Thus,
the technological change in agriculture spreads to the whole economy and
the institutional structural change amplifies the effect of such technological
change.

9 The role of good governance in building
institutions

In this section we extend the benchmark model in order to analyze the impor-
tant role that good governance plays in building institutions and deterring
predation. We modify the model in order to incorporate two types of policies
that government may implement to reduce predation and build better institu-
tions: (1) “zero-cost” policies, i.e., policies that do not require resources like,
for instance, legal changes that may improve institutions without using many
resources. (i) Costly policies, i.e., the ones that require resources in order to
be implemented. Probably most measures that governments can implement
to deter predation and to build better institutions are costly. Therefore, in
this section we consider the possibility that institutions are costly and that
building institutions requires draining resources from the economy. We will
see that costly policies generate complex offsetting mechanisms and differ-
ent types of feedback processes. These offsetting mechanisms and feedback
processes make the effect of those policies non-trivial and not as clear as one
would expect at the first glance.
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In this section we modify the model in order to incorporate the two types
of policies explained above: costless policies and policies which require re-
sources to be implemented. More precisely, we modify the predation technol-
ogy of the benchmark model in two respects: (i) In order to capture zero-cost
policies, we introduce parameter £ € g, E] as a measure of the institutional
quality. An increase in the institutional quality reduces the productivity
of predation. In this context, a costless policy to build institutions (an in-
crease in parameter &) would consist in, for instance, legal changes which
improve institutions with reduced costs. (i) In order to introduce costly
policies, we will consider that the government hire /[, workers (in per capita
terms) in order to avoid predation. Thus, the amount of income obtained
through predation results to be equal to g (I,) ¢ (Ig,,&) y(t), with ¢(.) having
the same properties defined in the benchmark model. Function ¢ ({,,€) is a
strictly decreasing (in both arguments) continuous function in [0,1] x [, €]

and twice differentiable function in (0,1] x [£,£] and such that ¢ (0,&) = 1,
llirr%)gofg (ly,€) = —o0, llin% [gpgg (14,€) lg} = 0. An example of such function
g g

would be e~¢% | with i € (0,1). Government expenditures are financed with
income taxes with tax rate 7. Income taxes levy on productive incomes but
do not affect “predation rents”. Furthermore, we also assume that households
receive transfers from the government. Thus, the household” maximization
problem would be as follows:

o
max / In(c(t) — ¢)e dt
{C(t)J(t)JP(t)?b(t)}in 0

s.t:
c(t) = cp(t) +7¢

b(t) = w(t) 1O-+rObE)+e- ()29 (1) (Ta(t). €) y(t)-ry()+

J/

~
After tax net income from production

901D (150, €) FE)y-cm(t)-palt)e + tr(t)

N J/
'

)LL) =1
y(t) = w(t)l(t) + (6 +r(t)b(t) +w.(t)z
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The first order condition with respect to [, is as follows:

w(t) |1 =7 = g(lp(1)e (1), €)] = g1, (L) (), ) Y1) (21)

Note that taxes are distortionary. Since taxes levy on only productive in-
comes, an increase in the tax rate reduces the reward for working in produc-
tive activities and, consequently, promotes predation. However, a portion of
tax collection is devoted to hire government employees in order to avoid pre-
dation, reducing the reward for predation (reducing “¢ (.)”). Consequently,
the net effect of taxes on predation will result uncertain.

The budget constraint of the government is as follows:

dry =wly; (1 =901y =tr (22)

where the portion 9 of tax collection is devoted to avoid predation and the
portion (1 — 1) to provide transfers. We will call the portion ¥, government
commitment, since it represents the effort that the government does in order
to build institutions targeted to deter predation.

Now productive labor is devoted to three activities: agriculture, manu-
facturing and government. Thus, the labor market clearing condition is as
follows:

=1+ 1n+1 (23)

Proposition 8 Assume that g/(%)ﬁ > 1—a—f and that min —e? ) (1) >
1-9(3) peny o

1 — «, where 519;(1”) (l,) = g;,(éfp)g" is the elasticity of ¢’ (I,). There exists

7 € (0,1) such that if T € [0, 7], then there exists a unique steady state. The

capital at the steady state is a strictly increasing function of the institutional

quality &. Furthermore:

e there exists T9 € (0,7] such that if T € (0,7y), then the capital at the
steady state is a strictly increasing function of the government commit-
ment, V.

o There exists T € (0,7] such that if T € (0,7), then the capital at the
steady state is a strictly increasing function of the tax rate, 7.
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The above proposition implies that there is only one type of policies to
build institutions with a clear effect: those that do not involve drain of re-
sources from production, that is, costless policies (increases in £). These poli-
cies reduce incentives to predate, generating institutional structural change
which promotes capital accumulation and sectorial structural change. This,
in turn, fosters further the institutional structural change, generating a tran-
sition to a new steady state in which per capita capital is higher than the
one at the initial steady state.

Costly policies (policies that drain resources from productive activities)
have uncertain effects due to the complex offsetting mechanisms that in-
volve. An increase in the government commitment, v, reduces predation
but extracts labor from the production of goods. Thus, the increase in gov-
ernment commitment does not always have a positive effect on per capita
capital. When the tax rate is low, there are not many public officers avoid-
ing predation, which implies that they are very productive. Thus, in this
case, an increase in government commitment involves a recruitment of more
public officers with high marginal productivity in deterring predation. The
reduction in predation that these public officers generates, overcomes the
negative effect of detracting resources from the production of goods. When
the tax rate is high, the opposite may occurs.

An increase in the tax rate involves numerous complex and offsetting
mechanisms: (i) an increase in the tax rate expands the number of workers
hired by the government to avoid predation; consequently, predation drops
and labor supply increases. (7i) Since the government collects taxes from pro-
ductive income and not from predation rents, income taxes are distortionary,
and may promote predation. (i) A higher tax rate enlarges the number of
workers hired by the government, reducing the supply of labor in production.
(iv) A higher tax rate enlarges the “government sector”, which is the most
intensive sector in labor (it only uses labor). As a consequence, the labor
share increases, discouraging predation. (v) An increase in the tax rate has
a negative direct effect on the after-tax return on savings, that may be, or
not, compensated by the reduction on the fraction of income that goes to
predation (see (i)). Thus, given all these offsetting mechanisms, is not sur-
prising that the relationship between the tax rate and the per capita capital,
at the steady state, is not monotonic. We prove that when the tax rate is low
enough, an increase in the tax rate has a positive net effect. This is due to
the fact that when tax rate is low, public officers have a high marginal pro-
ductivity in reducing predation. Consequently, positive effects of increasing
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taxes overcome negative effects.

Note that in addition to the feedback process between sectorial and insti-
tutional structural changes of the benchmark model, there are also two other
feedback processes directly related with taxes: (i) if predation drops, labor
devoted to production increases, generating more tax revenues. This allows
to the government to hire more public officers who reduce predation further.
(71) A reduction in predation and an increase in labor devoted to production
increase tax revenues, generating a reallocation of labor in favor of the gov-
ernment sector. Since the government sector has the highest labor share, this
enlarges the labor share of the economy, promoting working in productive
sectors and discouraging predation. These additional feedback mechanisms
make harder to analyze the role of the good governance in buildings institu-
tions.

Figure 4 displays the effect of an increase in the tax rate when the tax
rate is low enough. In this case, an increase in the tax rate reduces the pro-
ductivity of predation®, encouraging individuals to devote more resources to
productive sectors. Since, the economy has reached the minimum amount
of consumption in agriculture; workers that were allocated to predation are
now flowing to manufacturing generating a sectorial structural change. Fur-
thermore, since there are more resources devoted to production, the level of
tax revenue is higher and so, there are more government workers deterring
predation. Graphically, the reallocation of workers at the moment of change
in the tax rate 7 implies a jump down in the predation curve, [,(k), and a
jump up in the productive labor curve, [(k), in the labor in manufacturing,
lm(k), and the labor hired by the government, [ (k). This is displayed in the
lower part of Figure 4. As a consequence, the production and the marginal
productivity of capital in manufacturing rise, implying that the k locus goes
up and the ¢ locus moves to the right. The economy goes towards a new
steady state with a higher level of capital, a lower portion of labor devoted
to predation and a higher portion of labor and capital devoted to the manu-
facturing sector. An amplification effect appears along transition: when per
capita capital goes up, a sectorial structural change emerges. The portion of

°In the case that the tax rate is low enough, an increase of the tax rate implies an
increase in the number of government’s workers with high marginal productivity in deter-
ring predation. Thus, the reduction in the fraction of income that goes to predation is
larger than the negative direct effect of reducing the disposable productive income. As a
result, the “after tax and after predation” return on savings will go up, which will promote
capital accumulation.
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Figure 4: The effect of an increase in the tax rate (when the tax rate is low)

c, (1) ¢, (=0

55
.1

LA
gz

el k(1)
Institutional Structural Change Sectorial Structural Change
l f (I 5)3_] (f ) é‘)c{\p“ [ @ (¢ )_{ " (1) “{acm(es
p > > o .tﬁbox.ﬁi‘._.‘.’f‘a“
3§
]5 > ]g-
0 ]SS'
]ss nsrs,O
2.9 ]ss ]a.O
023
k™ kYo kK@) S LY

labor that goes to agriculture goes down, increasing the labor share, which
generates an institutional structural change: labor shifts from predation to
production. This institutional structural change involves more tax collection
and more workers in the government sector that deter predation and increase
the labor share, reinforcing the institutional structural change. Thus, the in-
stitutional structural change amplifies the effect of the tax rate on capital
accumulation. Finally, the fall in predation, which has a direct positive ef-
fect on the portion of the return on capital that goes to savers, generates an
additional incentive to expand the capital accumulation further.

Notice that, also when the tax rate is small enough, the effect of an
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increase in the institutional quality, £ (that is, a zero-cost policy) and the
effect of an increase in the government commitment, ¥ (that is, a costly
policy) are both similar to the effect of an increase in the tax rate, described
in Figure 4.

10 Some extensions

10.1 Specialization between “predators” and workers

In this section we will consider that labor is indivisible. Thus, agents should
devote their entire unit of time either to work in productive activities (pro-
duction) or to predate. Agents that work in production will be called workers,
and agents that devote their time to predation will be called predators. We
consider that agents are indexed by ¢ in an interval [0, 1] and that they are
uniformly distributed. We define 7(i) as the number of labor efficiency units
of agent ¢ € [0,1] when she devotes her unit of time to production, where
in(i)di = 1. If she devotes her unit of time to predation, she gets as a reward
for predation the following “rent”:

where 6(7) is the “productivity” of agent i € [0,1] when she predates, and
l, =¢ (i)di is the (total) number of labor efficiency units devoted to preda-
tion. The portion of income that is predated, ¢ (/,), is an increasing function
in the “aggregate” predation effort, /,. The amount of income that goes
to predation, ¢ (l,)y, is distributed among predators according with their
“productivity” in predation.

We assume that 6(i)/n(i) is decreasing, that is, agents with higher index
¢ have comparative advantage in working, rather than in predation. This
assumption implies that agents that devote their time to predation belong
to a certain interval [0, 7], while agents that devote their time to production
belong to the interval [i),1]. The marginal agent i, is the agent that is
indifferent between devoting her unit of time to production or to predation.

We will consider a representative household in which their household
members completely specialize in either production or in predation. That
is, some household members devote their entire unit of time to work in the
productive sector and other members devote their entire unit of time to
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predate. The representative household problem in this model would be as
follows:

max / In(c(t) — €)e dt
{£e(0),in(),b(1)}2 Jo

s.t:

c(t) = cn(t) +7¢

b(t) = w(t) o (0)di+r () - (1) (7)) w(t) +

4

~
Net income from production
0(2)
[

I OLIOF T (7,,) J(t) — cm(t) — pa(t)T

N 4
~~

Predation income

y(t) = w(t);,@n(i)di + (3 +r(t))b(t) + w:(t)z

The first order condition with respect to the marginal type, i,(¢), is as follows:

w0 (1-9 (b)) = =R (b0) 70 e

This condition means that the “marginal” agent that is indifferent between
devoting her time to production or to predation, is the one that would get
the same reward in any of these two possible activities. If this agent devotes
her time to production, her reward is the wage in the productive sector

minus the portion that is predated w(t)n(i,(t)) <1 —g <2;(t)>> If this agent

devotes her time to predation, she gets as a reward (Z”((t))) g <l~p(t)> y(t). Thus,

this “marginal” agent is indifferent between devoting her unit of time to
either production or predatory activities. Agents with higher types than the
marginal agent, 7 > 4,, have comparative advantage in working in production,
and they will devote their time to such activity, since their reward from
working is higher than from predation. On the opposite, agents with lower
types, @ > i,, will devote their time to predation. Note that it follows from
the assumption of uniform distribution of ¢, that 7, also represents the portion
of agents that devote their time to predation.

Lemma 9 The portion of agents that devote their time to predation, i, and
the amount of efficiency units of labor devoted to predation l, =¢ 0(i)di are
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both strictly decreasing functions of labor share. The portion of agents that
devote their time to work, 1 —1i,, and the amount of efficiency units of labor
devoted to work [ E}p n(i)di are both strictly increasing functions of labor
share.

It follows from this lemma that, in this extension, all the results of the
benchmark model that we analyzed in previous sections go through. Thus,
the fact that agents may specialize in production or in predation does not
alter at all any of the results of the paper.

10.2 The role of human capital

In this section we analyze the role of human capital in reducing predation
and so, in promoting institutional structural change. We now consider that
each agent in the economy has h labor efficiency units if she works in pro-
duction and one labor efficiency unit if she predates. We interpret h as the
per capita amount of human capital. We assume that human capital affects
the productivity in the production sector but not in predation. Thus, the
representative household problem is as follows:

max / In(c(t) — ¢)e " dt
{c(t)vl(t)vlp(t)7b(t)}?io 0

s.t:
c(t) = cp(t) +7¢
b(t) = gv(t)hl(f)+7‘(t)b(f)iwz(t)Z-g(i;(t))y(t)j+ 9Up(£))y(t) -cm(t)-pa(t)C

Vv
Net income from production Predation income

I(t)+1,(t) =1
y(t) = wt)l(t) + (6 +r(€)b(t) + w.(t)z

The first order condition with respect to predation is defined by:

w(th [1=g(@(6)] = o, (,()F) (25)

It follows from the above first order condition that human capital increases
the reward for working in production and, consequently, increases the incen-
tive to devote time to production, discouraging predation.

In this model we obtain the following results:
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Lemma 10 Labor share is a decreasing function of the portion of productive
labor devoted to agriculture, 1, = 1,/1.

Lemma 11 The portion of labor devoted to predation, l,, is a strictly de-
creasing function of labor share.

As in the benchmark model, a higher labor share increases the relative
reward for working with respect to predation, which encourages the participa-
tion in production and discourages predation. Moreover, as in the benchmark
model, the higher the portion of productive labor devoted to agriculture, the
lower the labor share and, consequently, the higher the predation is.

Proposition 12 The portion of labor devoted to agriculture at equilibrium,
Y,, and the portion of labor devoted to predation at equilibrium, 1, are strictly
decreasing functions of h. The portion of labor devoted to production at
equilibrium, 1, is a strictly increasing function of h.

Human capital increases productivity, releasing resources from agricul-
ture to manufacturing. This reallocation of resources implies an increase in
the labor share, which reduces the incentive to predate. Furthermore, human
capital has a direct effect in increasing the reward for devoting time to pro-
duction, as it is reflected in first order condition (25). Thus, human capital
plays an important role in reducing predation and accelerating sectorial and
institutional structural changes.

10.3 Mixed Activities

In this section we explore the possibility of predation may generate some pro-
ductive services. The reason behind is that some predatory activities might
be identified as a service (producing services) and, therefore they might have
a “productive” part. For instance, many economists hold that corruption,
in some extent, may be considered a service to reduce the amount of bu-
reaucracy (red tape). This is related with the observation that in many poor
countries governments tolerate corruption to allow public officers to integrate
their low levels of wages. There are more examples of these mixed activi-
ties which are in part predation, but that also may increase production (for
instance, lobbying when it implies resources reallocation from unproductive
to productive activities, rent-seeking from monopolies when rents are used
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to increase investment, etc.). In order to include these mixed activities, we
incorporate the labor devoted to predation in the production of goods:

Yo = Tok22 (Iy + elyg) ™" (26)

Ym = Dok (L 4 lpm)' ™ 27
m P

by = lpg +lpm = 1 —1 (28)

where [,, is the part of the predatory time (in per capita terms) that is
assigned to produce agricultural goods and l,,(t) is the part of predatory
time that is devoted to produce manufacturing goods; and ¢ € (0,1) is a
parameter that indicates the labor efficiency units embodied in one unit of
time devoted to predation. It follows from the firms maximization problem
that the salary that predation time get in the productive sector is equal to
Ew.

Note that, even though part of the time devoted to predation is produc-
tive, it is still inefficient to predate, since it has a lower productivity than
working. We define ¢, = (I, +¢€lpq) / (I 4+ €lp) as the portion of productive
labor devoted to agriculture (including the productive part of predation).
Using this definition and the restriction that the per capita amount of la-
bor is one, [, + 1 = 1, it is straightforward to show that production in both
productive sectors decreases with the amount of time devoted to predation:

Yo = Dk228 (Y, (1 =1, +¢l,)) " = (29)
vy, L ko8

Y (1-a - f) Lyl (1 g) < 0 (30)
ol, I
Y = Tk (L= p,) (1 =1, +el,)) 7 = (31)
Vo o _q_aylmbmg ypyeta g <o @)
al, o

Thus, the fact that part of the time devoted to predation is productive do
not change anything: predation reduces production and devoting time to
predation is always inefficient.
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The household maximization problem is now as follows:

max / In(c(t) — ¢)e " dt
{C(t)vl(t)vlp(t)vb(t)}zo 0

s.t:
c(t) = en(t) +7¢
b(t) = w(t) 1(t)+w(t) slp(t)+r(tv>b(t)+wz<t>z—g(7p(t))y(t}+
+ g(p(1)y(t) -cm(t)-pa(t)e
' z;reiatl:ztl)ncozmel
y(t) = wt)l(t) + (0 +r(t))b(t) + w,(t)z

The first order condition with respect to predation is as follows:

w(t) [1= )] = o, (L)) +wbe [1-gGm)|  (33)

This condition means that the marginal reward of one unit of time devoted

to work, w(t) [1 — g(lp(t))}, should be equal to the marginal reward of one
unit of time devoted to predation, which includes the rent from pure pre-

dation, g; (1,(t))y(?), plus the rent from the “productive” part of predation

w(t)e [1- g (1)].

Lemma 13 The portion of labor devoted to predation, l,, is a strictly de-
creasing function of labor share.

This lemma implies that all the results of the benchmark model that we
analyzed in previous sections go through. Thus, the fact that some predatory
activities may be partially productive does not alter at all the results of the

paper.

11 Conclusions

This paper presents a neoclassical growth model with three sectors: agri-
culture, manufacturing and predation. The paper focuses on the interaction
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between sectorial structural change, reallocation of resources across sectors,
and institutional structural change, reallocation of resources from unpro-
ductive activities (predation) to productive ones. In the model, households
should first satisfy their subsistence needs of agricultural goods before start-
ing to consume manufactured goods; the typical “food problem”. As the
country accumulates capital and subsistence needs begin to be satisfied, a
sectorial structural change occurs: labor is reallocated from agriculture to
manufacturing, which implies a higher weight of manufacturing in the added
value of the economy. Due to the fact that agriculture is less labor-intensive
than manufacturing, the sectorial structural change implies that (aggregate)
labor share rises during the transition when the initial per capita capital is
lower than the steady state level. This increase in the labor share implies a
reduction in incentives to predate, and generates an institutional structural
change, a reallocation of labor from predation to production. The insti-
tutional structural change foster further capital accumulation and sectorial
structural change. Thus, this paper analyzes how sectorial structural change
interacts with institutional structural change and capital accumulation, and
the resulting feedback process.

This paper also contributes to better understanding of differences in per
capita income and sectorial composition among countries. Despite many au-
thors have identified differences in productivity as one of the main factors
accounting for differences in per capita income, these differences in produc-
tivity are not empirically high enough to generate the differences that are
observed in per capita income. Our paper offers an explanation that helps
to reconcile theory with empirical literature: since changes in productivity
of either agriculture or manufacturing generate sectorial and institutional
structural changes, total effects of productivity result being bigger than di-
rect effects. This feature of the model contributes to understand what Hall
and Jones (1999) identify as the key factor to explain differences in income
across countries: what they call “social infrastructure”. The feedback be-
tween sectorial and institutional structural changes involves an amplification
mechanism that generates greater differences in per capita income than the
standard neoclassical one sector model does. What is important is that the
existence of predation implies that the increase in the productivity of one par-
ticular sector does not only affect the productivity of this sector but also has
a positive effect that spreads to the rest of the economy. For instance, the im-
provement in the productivity of agriculture reduces the amount of resources
needed to reach the subsistence level of consumption and consequently in-
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volves a sectorial structural change in which labor shifts from agriculture to
manufacturing. The spread arises due to the fact that this reallocation also
affects the incentive to predate. More precisely, when labor is reallocated
to the manufacturing sector, labor share increases, improving the reward for
working and discouraging predation. This implies an institutional structural
change in which labor shifts from predation to production, spreading the im-
provement in the agricultural sector to the whole economy, and in particular
to the manufacturing sector and to the productive sector, building “social
infrastructure”. A technological change in manufacturing is also amplified by
the feedback process between sectorial and institutional structural changes.
An increase in the technology in manufacturing increases the return on cap-
ital, promoting capital accumulation, which generates a sectorial structural
change in which labor shifts from agriculture to manufacturing. This secto-
rial structural change increases the labor share and the reward for working,
generating and institutional structural change in which labor shifts from pre-
dation to production. This increases further the return on savings, promoting
capital accumulation that generates again sectorial and institutional struc-
tural changes. Thus, the feedback process between the capital accumulation
and sectorial and institutional structural changes amplifies the effect of any
technological improvement. In other words, an improvement in the technol-
ogy of production generates an improvement of the “social infrastructure”
which affects to the whole economy.

We also analyzed the role that good governance plays in building institu-
tions. We considered two types of policies at this respect: (i) costless policies,
i.e., policies that reduces the productivity of predation without draining re-
sources from the economy, like some legal reform; (ii) policies that require
to be financed with taxes in order to reduce the productivity of predation.
While zero-cost policies have a quite clear effect on the economy, policies
financed with taxes have more complex and uncertain effects that one would
expect at the first glance. First, when a costless policy is implemented, the
productivity of predation drops, generating an institutional structural change
in which labor shifts from predation to production. This increase in produc-
tive labor involves a sectorial structural change in which labor shifts from
agriculture to manufacturing. Institutional and sectorial structural changes
reinforce each other along transition. Furthermore, institutional and sec-
torial structural changes interact with capital accumulation: institutional
structural change increases the return on savings promoting capital accu-
mulation; whereas capital accumulation promotes sectorial structural change
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which fosters institutional structural change. These feedback mechanisms
make the economy to converge to a new steady state in which per capita
capital is higher than in the initial steady state. Second, in the case of costly
policies, we consider that the government collects income taxes to hire work-
ers that deter predation (the productivity of predation is decreasing in the
number of the tax officers). Taxes are distortionary since they are collected
from production, not from predation rents. When the tax rate increases,
several offsetting mechanisms arise that make the result of policy uncertain:
(i) an increase in the tax rate rises the number of tax officers, reducing pre-
dation and increasing labor supply. (ii) Since the government collects taxes
from productive income and not from predation rents, income taxes are dis-
tortionary, and may promote predation. (ii7) A higher tax rate enlarges the
number of tax officers, reducing the supply of labor in production. (iv) A
higher tax rate enlarges the “government sector”, which is the most inten-
sive in labor (it only uses labor). Thus, a higher tax rate implies a higher
labor share, discouraging predation. (v) An increase in the tax rate has a
direct effect on the after-tax return on savings, that may be, or not, compen-
sated by the reduction on the fraction of income that goes to predation (also
generated by this increase in the tax rate). Only when the tax rate is low
enough, the effect of tax rate has a conclusive result: the increase in the tax
rate generates a positive effect on per capita capital. Otherwise such effect is
uncertain. Thus, the process of building institutions is much more complex
and uncertain that may look like at the first glance. Given the results of the
paper, it is hardly surprising that many countries have straggled in building
institutions and “social infrastructure”.
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13 Appendix

Proof of Lemma 3
Using equations (5), (6), (14) and(17), and defining ¢, = it follows
that:

1—a)(l—a-—
\ = wl wl - wl — (1-—a)(l—a-=7) (34)
Yo PalYatUm TES+fE=2 (1-a—f)+BY,

u
Proof of Lemma 4 N
Using equation (10) and the fact that all household are identical (I, = 1,,),
it follows that: S —1)
p p
=gy (35)
The assumption that ¢g(1) < 1 implies that ¢(1) = 0. Assumptions ¢'(0) >
1 and ¢(0) = 0 imply that ¢(0) = ¢’(0) > 1. Furthermore, ¢'(l,) =
9" (p)A=lp)=g (p)1=0s)] () Thuys, it follows from the Implicit Function The-

[1—g(ip)]
orem that there is a continuos differentiable function such that:

al, 1
I\~ 700 ) giian] <V (36)
1=30,)]

[

Proof of Proposition 5

Combining factors and agriculture goods markets clearing conditions, and
equations (14), (15), (17),(18) and (34) we obtain:

(I-a—-N1-a-Pp)

Y, = ) (37)
—a—B\" P 1 —a—A\'""
¢ =y, = [,2° (%) (%) k1t —e=F (38)
_ 1—a\""D=(—a=0)] 41
ym—Fm( T ) 3 kel (39)
km:[k—(lga—ﬁ)]k (40)

Using equations (38) and (7) we obtain:
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It follows from the Implicit Function Theorem that, (36) and (35):

o\ -1
— = <
0 <1"az+ka> C 1—a—p + 1-8 1—a—p 1
To2Pko P T—a—\ 1-lp, —9"Up)(A-lp)+4’(p)[1-¢(lp)]
[1-g(p)]
-1 B
C 1—a—p + 1-8  1-a—p 1
T 2Pk A 1—a—X 1-lp, ' Up)[t—9(p)]
L [1-9(p)]
-1 B
¢ [1-a-5 L 1B 1o -
TazPke J | A 1—a—X A(1-X)

—1=N1—-a-2X)
() lal1=8) + (1 —a— W]
Thus, it follows from (37), (36) and (7) that:

<0

Mo _Ou_ N o, _ _ o, _ox
o(mie) Bo(eie)  o(edw) o(oiw)
— —
a azpe . )
(o) o)
S)

13.1 Dynamic System
It follows from equations (40) and (39) that:

Ynm 1—a -« l -«
d+r = a;— = al'y, 3 z (42)

m

Thus, it follows from the above equations, the capital accumulation equation
(2) and the Euler equation (11) that:

k@ = Y (k(t)) — cm(t) — 5k(1)
emlt) _ (r (k) +0) (L — g (Ip (k(t)))) =0 — p
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where (see equations 39 and 42)

Ym(k) = I (&z—;) iy A (16_ @ = Blja (LK) (43)

r(k) = ol (&zk‘;‘)l_a (@)H 5 (44)

where A (k) is defined in the proof of proposition 5 (see 41).
Note that in order that the capital locus k(t) = 0 to be well defined,
consumption in manufactures should be positive when k(t) = 0:

E=0(k) = Y (k) — 6k > 0

where ¢"=0(k) is the level of consumption that makes per capita capital re-

mains constant (k= 0). In order to guaranty that the above condition hold,

we will focus in the analysis of per capita capital when it is above a certain
threshold £™", defined as follows:

k™ = max {k € [k, k*] s. th. y, (k) = 6k} (45)

where k*° is the capital at the steady state (we will prove that such steady
state exists and is unique in proposition 6) and k is defined as the level of
capital such that if all the resources of the economy are devoted to agriculture,
the subsistence level of consumption is reached:

ef - Bl 1—a—8 _ C 8
k< c=T2"k"1(1 —a-— S k=

Proof Proposition 6
It follows from Euler equation (20) and (44) that at the steady state:

54 p = arm(lgo‘)la (jlp)lau—g(zp)) (16)

In order that there exists a positive level of consumption of manufactures at
the steady state, the following equation should hold (see equations 19 and
43):

Cm = Y () — 6k% > 0 &
1—a yss __7ss\ l—«a

258 6 kss
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Combining equations (46) and (47), it yields:

(N7 — (1 —a— )] o+ p
4
7 TR “8)
Note that:
A5 —(1—a—p)] 5+
Oln (2t awﬂﬁvm)_
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1 g (1,(\*) 1 _
5 (1 — o — B (] — s5)Y 70 1—60p)]
A =(1-a-p5)] @1 Q%M)LTEMT‘
1 1
N —(1—a—08)] 1-X%
1+(1-a-8) >0

A= (1 —a=pB)(1-21)
Note that:
A= (1—a-p5) d+p

if A\ =1—a— [ then —0= —-0<0
g 3 a (1= g,
if A = 1— « then
A= (1—a=p) d+p d+p
— —0 = ———0 >0
B a(l—g (X)) a(l—g((X*))
Thus, it is possible to define:
) )\minss ) (]l - —
ARG ) & [ (0,p) = (1 —a=p)] 6+nﬁnss =0
B o (1 -9 (lpO‘ (9, p)))

Thus, in order that (47) holds, the following equation should be satisfied:

A > )\minss((;’p)
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Combining equations (41) and (46), it yields:

¢ [(d+p\T" B
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The derivative of the above equation with respect to A is as follows:
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where in the second inequality we used the fact that A € ((1 — a — (), (1 — «a)),
and in the last inequality we used the assumption that § < %
Note that A € ((1 — a — ), (1 — «)). Furthermore:

T
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— | — <0

(6 + p)ﬁ [28 \ T,
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where
Q0,p) =

(5t ) - (O (6, ) (o [1-g (LA™ (6, ))]) T7 (1-0)”
(0+p) ™=

A necessary and sufficient condition in order that there exists a steady state
equilibrium with a positive amount of consumption of manufactures is that

(&3

= ()77 <260

13.2 Dynamic behavior in the surrounding of the steady
state:

Let’s define F°m (k) as follows:
Fen(k) = (r (k) +0) (1 =g (p (MK(1)))) =6 = p
Equation (20) may be rewritten as follows:

Cm (1)
cm(t)

— FCm (k.)

Let ’s define k™" %5(§, p) & ELN (k™inss(g, p)) = A™055(8, p).

ch (k,min ss) —

11—«

L—a "7 (1 =1,0™"(3, )P min ss
S s B
—(6+p) >

min ss 1-5 1_Ta
R N

(9, p)
—(6+p) =0
Since there is a unique steady state (a unique point in which F'*»(k**) = 0), it

follows from continuity that Vk € (k™™ k**) Fem (k) > 0 and Fem(k**) = 0.

Thus, generically am—(kss) < 0.
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Thus, if we linearize the Dynamic System (19)-(20) in the surrounding of
the steady state we get:

k() ] _ ayg—,fi’“)— 5 =1 | [ k(t) =k
Cm (1) Wa—k(k)cfj 0 cm(t) —
where
8ch<k,ss)
ok

The characteristic equation associated to the above dynamic system is as
follows:

<0 (51)

aym(k) _ 6 _ )\ _1

8FC7n kSS ss —
815 )Cm —A
OYm (k) OFm (k%)
2 _ _ -\ J.ss
A ( % 6) A+ o5 Cm 0

Thus, the roots associated with the above linear equations system are:

2
8 m(k) 8 m(k‘) 8F(:rm (kss) ss
( L 5) * \/(%—k B 5) —A T

2

A:

QP (k™) o5 g negative at the steady state, the roots are real ones,

Since 58
being oneac’;f them positive and the another one negative. That is, the steady
state is a saddle point.

Proof Proposition 7: It follows from (49) that the labor share at the
steady state, A*°, is a decreasing function of I',. Since [, is a decreasing
function of A (see 36), it follows that [5°. Since 1, is a decreasing function of
A (see 37), it follows that ¢°° is a decreasing function of A. =

The Proofs of sections 9 and 10 are available at the ”supplementary ma-

terial” provided by the authors.
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14 Supplementary Material: Proofs of sec-
tions 9 and 10

Proof Proposition 8:
It follows from equations (5), (6), (14), (17), and (22) that.

\ = wl wl wl B (1—-a)(l—a-7)
T Y Patym a1 a)kr(l-a-p)

\ = (1—a)(l—a—p) (1—a)1—a—0p)

(1_04)¢a+<1_04—5)(1_¢ w) (1—04_5)<1_¢g)+5¢a
(1-a)(1-a-p) 1 [(1-a-A+97)(1-0-f3)

A = _ 52
TaB)1-5) + 60, 3 2

where ¢, = lT“, g = l79 are respectively the portion of productive labor

used in agriculture and hired by the government. Note that the government
budget constraint (22) and the definition of A implies that 1), = 197 .We used
in the third equality equations (5), (6), (14) and(17), and in the seventh
equality equation (22). Note also that the labor market clearing condition
(23) implies that l’f =1—1, =,

Since 9, € (0, 1—9 ) (O 1— —T) and the labor share is decreasing in
1, it follows from (52) that:

(I1-—a)(l—a-p) o 7-
T Acaspl-D+pxa-ty >0 B+ )
(1-—a)(l—a-7)
Aos (1—a—ﬁ)(1—%)+ﬁx0@)\<(1_a+197)
Ae (—a—=p+97),1—a+97)) (53)

Lemma 14 IfA e (1—a— 6+ 197) (1 —a+971)), there is T € (0,1) (de-
fined bellow) such that if T < T then " € < L l”,O). Furthermore, [, < %
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It follows from (21) that at equilibrium:
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Note that if 7 = 0 equation (54) and the assumption that ‘?”522; —1l-a—p3>
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0 implies that:
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1
It follows from the assumption that 2; 1—a—f > 0 that it is possible to
2

define T as follows:
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We assume that 7 < 7;. This assumption implies that [, <

the assumption HFH] 51 g'(lp) (I,) > 1 — « that it is possible to define 75 as
Ipe[o

follows T Qéf min —5l 9'(ly) (I,) = 1—a+UT,. We assume that 7 < 7,. This
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assumption implies that l m[inl] — 5?;(117) (1) > 1—a+ 075 > A (see 53). The
»E

above assumptions implies that [, < 1 and m[ln] - 51 g'(lp) (I,) > A. Thus:
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This implies that:
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From the previous derivative it follows that the function — » I 1l
T g (p) lpp tl-A—=z
1, (P

is increasing in x. Thus:

o7, (5 (1-1p).€) 5 (1-1y) 1y 9
@(ﬁ—;(l*lp)vf) [1 7—g(lp) (% (1=lp), )]
» 1Bz 1 dr
9 1, Up)lp 11, T [ [_ Salg( ~ (1 lP)v§> 3 (1=lp [ 1_7— ]]
gzp(lp) lp gp(ﬁ—;(l—lp),g) [1 T—g(l (19—; 1-1p) )]

! (57)

()l 11
i) 5 TloA

Thus, it follows from (56) and (57) that:

i, (B -).8) Sty { s } _1
a, 1-1, o(5E(1-1y).€) [1-7—g(lp) (5 (1-1p),€)] -
O\ A g >p1 zp L4 #h, (5 (1-1p),€) 5 (1-1p) 11
gl (Ip) Sﬂ(ﬁ_;(l_lp)vf) 1—T—9(lp)<ﬂ(ﬁ—;(1_lp)7§>
1 )\lp 9”1, (1p)lo 1—11p > - )\lp (58)
) o, A

. . @%(%(lflp)vg)%(l*lp) 1—7
Note that 71'13% ‘»O(ﬁ_;(l_lp)@) 1—7'—9(lp)%0<19—;(1_lp)7§)

possible to define 73 as follows:

} = 0. Thus, it is

De
T3 Ef min {7’ such that
¢, (B (1)) &2 (1-1y) { - }
max - — = =15.
1,€[0,3] Ae(1—a—B+07),(1-at97)] (5 (1-1)€) [L=m—9() e (5 (1-1p) £) |
Thus, if 7 < T3 then %{’ < 0. Let’s define 7 = min{71,72,73}. Q.E.D.
Lemmalll
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We will assume from now on that 7 < 7.
Using agriculture goods clearing condition and equations (14), (15), (17),(18),
(52), (22) and (23) we obtain:

B W8 l1—a—p _
l—a+d97—A l—a—-0 1_& (1-1,) o _ 0
B A A [, 2Pk
5

It follows from Euler equation and equations (17),(18), (52), (22) and (23)
that the following equation should hold at the steady state:

1

(arm [1—7— g(,)¢ (19—;<1—zp>7£)}>m (1 —a) (1_% (1—1) = k

(0 +p) A

Combining equations (59) and (60):

c [(0+p Ta B
(e (2 -

In [(1 —otdr- A)lﬁ R (B ﬁ)lﬁm 10, )

BA

{a [1 — 7= g\, ) (ﬁ—;ﬂ — (A9, T@)’f)H

I A B
—ln [Fazﬁ (?) ] —0
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The derivative of the above equation with respect to A is as follows:

OF (/\, — (?—mf’)_ ,7,19,5)
O\ -

1 1 [(1-8)+ 2] a1,
_(l_m[Xﬂ—amﬁ—A}_ =1, 0\
g(lp()‘aﬁaﬂg))gpgg (19_/\7(1 - lp)vf) 19_,\7-<1 —lp) {l _ %} (1—p)or

L—7— gL\, 7,.))e (F(1—1,),6) [A OA]  A(A—91)

_(1‘5>F+ : }J(l_ﬁ”f—a}l—l”(l—ﬁ)w_

A I—a+d7—A
1-p e (1—p)or
1—oz+197'—>\+1—04+>\()\—197')

1-5 3 (1-6)07

1-1, X XA —o7)

(1-a) (1—a)
(1-B—a)(1—a)—BadT + (1—a)2(1-B)9T
B-a) (1—a—p)[(1-a)(1—a—p)—Bi7]
(1 —a+97)

o Latgr-d=atini-a—p) " 1 q * (1—a+97)(1—a—p) ((lfa+197')(17a75)_197_> o

(1-)

where we have used (58)Let’s define 74 as follows: 74 A ) [ S

(1—a)?(1-p)I7 _ = )
(1—a75)[(1(ia)(1fa754)751m] = 0. We assume that 7 < 7,. Thus:

OF ()\, . (f}—ff)_ 7,0, g)
o

Definition 15 7 = min{7,72, 73,74} where
?1 -

<0

min{T such that max [[1_ () (% L
)\e[(lfoﬁ?lri)gl)—afﬁ)7(1_0[_’_197_)] T—=9\3 )P 2,

T2 % min - slg’(lp) (I,) =1 — a+ J7y;
lpe[1.3] v
De
T3 Ef min {7’ such that
e, (B0 (1-1p).6) 5 (1-1p) l 1z }
max — _
LE[0.4] Ael(1—a—B+97),(1-a+97)] (5 (1-1p)€) [L=m=g(p)o (5 (1-1p).£)]

o1

B(i—a) +

|



— Def_(l B—a)(l—a)—BadTs (1fa)2(175)19?4 o
E 31 a) T To Ao ap 5o — V-

We assume that 7 <

7. This assumption implies that [, < %, that
% € (—152,0] and ZH < 0.

N
Note that:
¢ [6+p\T0 _ c (d+p\T7| _
F ()\, T2 ( T ) ,T,ﬂ,i) = In[h(A\)]—In [Fazﬁ ( T ) ] =0
where
— [ 1—ati91—X = 1—a-p or\1-8 1-5

h(A,7,9,8) = (T) (1-a-p) 1-5) " (A-LK9,79) P x
[ [1 =7 = g(,(\, 9, 7,€)) (’97 — 1,0 9,7,9).)]] 7 (1 - )" Note that
(1 —a+d7,7,9,§) =0 < Fa% (‘?:f) , A sufficient condition in or-

(m)ﬁ <=
Taz T -
inf h <(17°‘+Z’2$)7a7ﬁ) T, 0, f). Note that if 7 < 7 then:

T€[0,7)

((1 -« +(1197_)(;)— a— B)) _

h

() ()
(1 ( 1—oz+(1i7_)(a) a_ﬁ)>79,7,€>) o
(b ()

i ey

(1—a+97)(1—a—p)
(1-— >

() (it
(1__) [ [1_7_9(%>Hm(1—a)a =0

92




where the last inequality come from definition of 7:

Q = inf h(ﬂ_o‘“%)(l_o‘_ﬁ)m,ﬁ,g) >
r€[0,7) (1—-a)

() (s
(1—%)1_/3 {a [l_T_gG)Hm(l—a)“ .

Since F'(.) is strictly decreasing in A, it follows that when %5 (‘iff ) e Q,

there exist a unique steady state.
Applying the Implicit Function Theorem:

aF( ()0

A 5 (52)7) 1
- = — = - — <0
P ( Eﬁ (5_+2> l—a) aF<,\ T2 (‘5—mf’) =a 7195) 6F(A,Fafzﬁ(%)m77,ﬂ7§>
Loz T N - O\
Therefore:
a)\SS a)\SS aASS 8ASS aASS
g < 0; 8(6+p)<0’—6fa>0’ oy > 0; arm>0 (61)
Note that:
51p =
aF(A’Fz‘*<Fm> ’“9’5) (-8 +%] ol

o€ B 1—1, £
gl (A9, 7, ) (S (1 =1,),€) — g(l(A\, 0,7, s (% (1—1,),8) 5
1 _T_g(lp()Uﬁ?TaS)) ( )

Applying the Implicit Function Theorem, it follows that:

>0

a)\SS
23

>0 (62)
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Note that:

OF ()\, = <<}+—mﬂ)_ T, 19,5)

oY
(-p3 [a-B+4] o,
(1—12) 1-1, o0

900, 7€), (E(1—1,),6) 5 [(1—1,) — v%]
1—7-— g(lp()‘a 197 T, f))@ (1977—(1 - lp)’ é.)

where

l, _

o9

o7, (B (1-1p).€) 3 (1-1p) e
(1 1 ) @(ﬁTT(l*lp)vﬁ) 1*"'*9(117)80(%(1*%)75) <0
P _!]”lp(lp)lp 1-1p 41N+ @;g(ﬁ_;(lflp)é)ﬁ{(l*lp) 1—r
gl,p(lp) lp 90(19—;(1*1?) f) 1*7'*9([17)@(19—;(1*117) 5)
or or A Or PIX
alp a(1—lp—1lg) a(1—lp—1lg)
Since lim ¢ (I,,£) = —oo then im2- = —oo and lim —2— = lim—2— =
lg—0 to 2 90 7 90 T 950 T
g
aF(A,ﬁ(%@)%mﬁ,Q
+00, therefore llin%) 20 = 4o00. Thus, there is an interval
g*}
OF (=T (3£2) T3 9
7 € (0,7) in which %2 > 0; 222l > 0 and ( F“Z‘3<g§;) ) > 0.
aF<A,F—iL;(?—fnﬁ)1g_ﬂ,f,19,s>
Thus, if 7 € (0,7y) &~ = — — > 0.
us, 11 7 ( Tﬂ) oY 3F<>\,ﬁ<%§)mﬁﬂ9,f)
oA

o4



It follows from (54) that:

% _ (1 — lp) %
or [1_7'_9<lp)80 (ﬁT\T(l_lp)»g)}
ol (F0-1)6)30-1)
(B2 (1—1).€) L-7]+1
_ )ty 1 z,, B o, (5 (1-1p).€) 5 (1-1y) s
91, tp) t1-A+ P(5(1-1p)€) 1—T—g(lp)so(ﬁ(1—lp)7§)
or or )\ aT )
0 [1 —7—g(l)p (1977(1 — 1), f)] , I ol
= —1—4'(l — (1 =1 £
87- 1 g ( P)SO )\ ( P)?f aT
o7 9 U1 0l
~t, (Sa-.6) [Fa-1 -5 5]
It follows from the assumption that llin%) gpgg (ly,€) = —o0, that 11 Oa—f —00,
lim 20ta=l) _ y AOWO=)] g Aeree (O W, 3]
7—0 or 7—0 or lg—0 or
Then it is possible to define 7 < 7 such that V7 <7 ” <0, W > 00,
_T_(3te)T @ ,
and o=yl )8<TT(1_ZP)’£)] > 0. Thus, if 7 < 7 then 6F()\7F“ZB(6 )77 71975) >
0 and 2 > 0.

It follows from (59) and (54) that:

— 1-8 1-8—a 1-f—a
A A
Ink® = — 5 (63)
28 \1—a+97— A A — U1 1-1,

It follows from (58) that:

81n<ﬁ>_1 ;%

11
D U T s s
Thus: ok
ok 64
oY (64)
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Furthermore, it follows from (60) that:
G(k,l,,\0,,7,..) =

(aPm [1-T-g<ég)fp()%(1-lp)7§)} ) = (1Ta> (1_19_0 (1) — k*

When 7 € (0,7Ty):

TCHS SIS TN T S
oV o 9 gy -9 N Y — 9
+ 4
ok O\ & ok o\  IG
— = + = 5y 35 t 39
o\ 09, —(-1) ON 0V, O
- - + 4
Note that:
) (or o[(1-22) (1-1,)
A X SR e
G(.) l—al—7—g(l)e(E1-1).& (1T-%)1-1,)
1 gl (5 -1).9) +M
Il—al—7—g(,)e (197(1—lp),) 1—1,—1,
We have shown that for 7 € (0,7y) W > 0, therefore & > 0
o= > 0.
When 7 € (0,7):
o mpaw Mo K g 2
or ‘g—f —%—g or aaf O\ Ot —%—f
+ 4
ok 0N % ok or oG
o\ Or ~ —(—=1) 0O\ or, = Or
N~ AN~
- - + 4
Note that:
" g0 ] o0-)an)]
a7 — _ 1 or + or
G(.) L—al—7—g(l)e (F1-1),¢) (1-5)1-1)
1 gll)e, (K1 =1,).8) A0—tp=lo)]

l-al-r—g)e (F1-1,).8) 11—l

56
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We have shown that for 7 € (0,7) W > 0, therefore %—f > (0 and
6k55
= > 0.

or

Proof of Lemma 9 B
Using the fact that at equilibrium 4, = 7, and y = y, it follows from (24)

that:
wt)l e(ip)i g9 (p) _ ‘9<ip)i g (Ip)
y(t) B n(ip) b (1 — g (1p)) e n(ip) b (1 — g (1y)) (63)
where [ =] n(i)di and I, = 0(i)di.
0 [zg; i Of(gl@)m} _ {9%) L g() ] Ol [iﬁip>é<13‘;€zl>> _
Dy n(ip) b (1 =g (1)) Dy
6(ip)
[‘%ip) i g (L) 1 a(na(;p)) _ n(ip) _ 0(ip) i g (L) 0(ip) i 9 (1) 0(ip)
| n(ip) b (1 — g (1)) | 79782% l Ly g9 (lp) (1-9g())

>

where in the derivatives we have used the definitions of [ and /,. Using
equation (65), it follows that:

_n(ip) lp (1-g(lp))
Oty

A néip) _ (i) g(lp) _ 0(ip) i
0(iy) Alp (1-g (lp)) Ly g (lp)

o [20) 1 _9ly) ]

L~
[N—

(g(L)? [52] +9) — g (1)L,
(1 —4g (lp)) g (lp) lp

e - o |

where in the above inequality, we have used the assumption that % is in-
0(i

creasing (therefore, W% is strictly decreasing), and the assumption that g(.)

is concave and ¢(0) = 0. It follows from the Taylor Theorem, the assumption
that ¢(.) is concave and from g(0) = 0 that:
9(0) = g(lp) =g ()l +g" (&) (lp)2 <g(p) =9 (L)l =
g(lp) > g(0)+9" ()l =9 (L)1

o7



The proposition is a result from equation (65) and the Implicit Function
Theorem:

o1,
ox a{B_QL)L 9(ip) }

n(ip) lp (1-g(lp))

iy

a, o, i,
o o, on gy <0
a o, 0
ooy - Mgy >0

Profs Lemmas 10 and 11, and proposition 12:

The proof of lemma 10 is exactly the same as lemma 3.

It follows from (25), and the fact that at equilibrium [, = [, and y = y,
that:

w(t)hl B gfp(lp)(l —1p)
y [1—g(l)]

which is exactly the same equation as (35). From this point, the proof of
lemma 11 is exactly the same as lemma 4.

Finally, solving the model it follows that:

Fahlacﬁzﬁka - ( (j\ 6) ( Z ) (1 - lp O‘))l ’
(66)

From this point, the proof of proposition 12 is exactly the same as proposition
5.

&A= (1)

Proof of Lemma 13 N

Using the fact that at equilibrium ¢, = 4, and y = y and [, +1 = 1, it
follows from (33) that:

Cwllt e wi-L,0—¢)] g, ()= (1—e)

A T y T LR -9

(67)
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g} () [1=1p(1—) gf () [1=1p(1—)
2 IEom)ees) } _ lgz’p(lp) [1—lp(1—5)]] dln [—’Elfgu,,mfs) }

al, 1= g, (1 —¢) al,
AL [0k (-o) g | _
-9 (1 —¢) N

a,p) L=, =e)]  [1—g()

NEEGEAC g, | _
g, () T=gWIA T = o)

) o, (1) 1—A] <0

M) T E—g0x A

where in the second equality we used equation (67) and in the final inequality
we took into account the assumption that g(.) is a concave function. Thus,
applying Implicit Function Theorem to equation (67), we get:

o, 1
o\ 8{9217(1,,)[11,,(15)]]

[—90p)](0—2)
ol

<0
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